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Abstract

Sequence models assign probabilities to variable-length sequences such as

natural language texts. The ability of sequence models to capture temporal
dependence can be characterized by the temporal scaling of correlation or

mutual information. In this talk, I will show the mutual information of

recurrent neural networks (RNNs) decays exponentially in temporal distance,
analytically in linear Gaussian RNNs and empirically in nonlinear RNNs such as

long short-term memories. On the other hand, self-attentional models like

Transformers can capture long-range mutual information more efficiently,
making them preferable in modeling sequences with slow power-law mutual

information, such as natural languages and stock prices. The connection of

the results with statistical mechanics will be discussed.
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